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Parkinson’s Disease – What Can We Learn from Outside of Healthcare?

Introduction 

We are on the brink of a transformation that some experts are calling a Fourth Industrial Revolution (Industry 4.0). Building on the third digital revolution, which greatly shaped healthcare over the last half-century, Industry 4.0 has seen an exponential rise in technologies such as gene editing, advanced robotics, and quantum computing. This revolution is defined by technologies that blur the lines between physical, digital, and biological realities. For example, in artificial intelligence (AI) our knowledge of the human brain has been used to develop computers that can learn without being explicitly programmed. This has enabled machines to develop capabilities that far exceed those of humans. 

Companies such as Google’s Deep Mind are already using AI to transform our day-to-day lives. From self-driving cars and drones to facial recognition software and virtual reality. In healthcare, AI systems can predict breast cancer risk1 , diagnose lung cancer2 and predict protein structure3. AI’s ability to identify hidden patterns in large, complicated datasets makes it particularly suited to the field of neuroscience. In this field techniques like functional magnetic resonance imaging and electroencephalography generate datasets that are either too large or too complicated to be accurately analysed by humans. 

Parkinson’s Disease (PD) was first described as a medical disorder over 200 years ago. However, despite intensive research there is still no treatment that can prevent the neurodegeneration that underlies disease progression. AI has the potential to provide novel insights where humans have so far failed. This essay will aim to address the question: What can artificially intelligent machines teach us about Parkinson’s Disease? 

An introduction to Artificial Intelligence 

Simply, AI combines computer science and large datasets to develop intelligent computer programmes that solve problems autonomously. Most recent advances in AI have involved machine learning; a subfield of AI that focuses on imitating the way humans learn, using data and algorithms. One advanced form of machine learning uses neural networks - algorithms modelled on the human brain. In neural networks, nodes are organised into layers. Mathematical weights form connections between each layer, analogous to synapses between neurones (See Figure 1). With training, the networks learn which connections need to be strengthened to increase the accuracy of their output. Such networks can detect patterns in data that humans cannot. 
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What has artificial intelligence taught us about Parkinson’s Disease? 

Diagnosis 
PD diagnosis before onset of overt motor symptoms is crucial for early intervention and pre-emptive enrolment into clinical trials. Currently, studies suggest that the sensitivity of PD diagnosis in patients with early-stage disease that are not responsive to levodopa may be as low as 26%4. This is because, in the absence of a conclusive test, the diagnosis of PD is clinical. However, the early signs and symptoms of PD are often subtle, varied, and difficult to assess clinically (e.g., depression, anosmia and somnolence).  

AI systems are searching for early PD manifestations that may represent novel disease biomarkers. These biomarkers could be used to increase the accuracy of early PD diagnosis. Data modalities under investigation include patients gait patterns, neuroimaging results and cerebrospinal fluid5. Remarkably, one AI system has even identified changes in the voice recordings of patients with PD that enable differentiation between PD patients and healthy controls with 100% accuracy6. This may enable acoustic analysis of voice signals to diagnose PD and track disease progression. 

Monitoring
The application of AI is facilitated by digital technologies (e.g., wearables and smartphones) that record data as patients carry out normal daily activities. This enables clinicians to monitor patients continuously, rather than just a snapshot assessment in clinic. This is especially important in a disease like PD where symptom severity fluctuates. 

A recent clinical trial by Lipsmeier et al7 investigates the potential of AI in home monitoring. For six months, participants carried a smartphone throughout the day (passive monitoring) and used the smartphone to complete daily motor function tests (active monitoring). A machine learning algorithm was used to classify the data. The monitoring system could successfully discriminate between PD patients and healthy controls. Furthermore, the algorithm also detected abnormalities in PD patients that had no signs on the corresponding MDS-UPDRS scoring system; a tool widely used to gauge PD severity and progression. This indicates that patients may be living with subtle symptoms of PD that are not visible to clinicians but may have a significant impact on their quality of life. 

Management 
Machine learning is being used for more than just PD diagnosis. AI-based remote monitoring systems also enable symptom management to take place in real time. For example, one of the most disabling symptoms of PD is the freezing of gait (FoG) phenomenon. FoG increases risk of falls and profoundly reduces patient’s independence and mobility. Neural networks have been trained to detect and even predict when FoG episodes are about to occur using data collected from wearable sensors8. Continuous data collection enables the neural network to identify person-specific predictors of FoG and automatically provide sensory cueing that should enable the patient to resume walking9. 

Machine learning is also being used to analyse signals from PD patients’ brains in order to detect pathological brain states. For example, local field potentials (LFP’s) recorded from electrodes implanted in the subthalamic nucleus of patients with PD have been analysed by machine learning systems to look for patterns in the electrical activity that may correlate with disease manifestations. They found that bursts of beta oscillatory activity (13-30Hz) are consistently found in the subthalamic nucleus of patients with PD and their frequency correlates with degree of motor impairment10. In a proof of principle study, Little et al 201311 developed a brain-computer-interface that could recognise pathological brain activity in patients with PD and could use this to determine when therapeutic deep brain stimulation (DBS) should be delivered. This type of closed-loop technology could be invaluable in a condition like Parkinson's Disease where symptoms fluctuate continuously.

Prognosis 
As described above PD is highly variable in its presentation, but also in rate of progression; in some patients the disease progresses rapidly whilst in others the disease follows a benign disease course that never progresses to severe disability. Using longitudinal data collected from 423 patients for up to seven years, Severson et al12 applied machine learning technology to look for disease subtypes. Unexpectedly, the algorithm found that rather than there being several distinct disease subtypes with unique patterns of progression, there are instead overlapping disease progression trajectories, suggesting that subtypes are not static. This suggests that models of PD progression should not be deterministic. Theoretically, understanding how and why patients move between different disease trajectories could be useful for both prognostication and potentially steering patients towards a more benign disease course. 

Disease mechanisms
One major barrier in PD research is our limited understanding of how a healthy human brain works. If we do not understand the normal brain, how can we hope to understand a disease like PD? In this area AI has come full circle. While initially the structure of the human brain was used to develop machine learning systems like neural networks, these neural networks are now being used to help us understand brain function. Theoretically, if an algorithm can be trained to behave like a brain - meaning that the pattern of activity in the artificial network resembles the pattern of electrical activity recorded in the brain - scientists can examine the algorithm to determine how the brain might be generating a similar output (see Savage et al13 for a review). 

By extension, once we have AI models that can faithfully recapitulate the healthy human brain, perturbation of these models may allow us to explore what might be happening in the diseased brain. For example, what must change for a model of the basal ganglia to generate an output that resembles the electrical signals recorded from the brain of a patient with Parkinson's Disease? 

Currently, this remains an area for future development. Most computer-based studies investigating PD mechanisms use computational modelling rather than AI. Several computational models have investigated the mechanisms underlying PD motor symptoms14. Others have simulated the process of neuronal death in the basal ganglia15. However, while computational models are powerful tools for understanding large systems, they are not able to make decisions autonomously or learn over time like AI can, limiting their ability to offer novel insights. 

Conclusion 

Although still in their infancy, AI has already made important contributions to our understanding of PD, particularly in the discovery of subtle disease manifestations and characteristic electrical patterns in the brain. The wealth of information that can be harnessed by wearable technologies also has the potential to provide an unprecedented insight into the impact that PD has on patients day-to-day. In the future, the lines between physical and the biological sciences will become further blurred with the development of AI models of the human brain that may offer insights into the mechanisms underlying PD. Soon the fields of computer science and healthcare are likely to become intrinsically linked. 
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Figure 1: Simplified diagram of an artificial neural network.
Showing nodes, or neurons, organised into layers. Connections are formed by mathematical weights.




